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A

ABSTRACT

In some correlational studies it is not reasonable to assume

tl
F. .

that bivariate observation, are uncorrelated. An example would be

a configural analysis in which two individuals are cor related

across several variables (e.g. Q-technique). The present'study

was a Monti Carlo investigation of the robustness of techniques
.

used in judging the magnitude of a

when observations are correlated.

t, and Fisher's z were generated.,

sample correlation coefficient

'Empirical distributions of r,
t

Patterns of correlation were found

which muted error rates to be as high as .20 lobes the nominal alpha

was .05.. A technique for controlling' rror rates in certaineltuations

is suggested.

f ,
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Introduction

'.
't

4 In,order tuse the.distributison of the sample correlation

coefficient, r, in testing its statistical significance, one of the

necessary assumptions is that the biviiiaie observations be Jade-
.

pendent. Situations arise in which this assumption may iot be
.

.

. N

- warranted. Iti taxonomic' problems, a,g-cGrielation'is one index .

1, .

.

.
,.

which can besused to judge-. profile similarity. Here people rather

4 . .:

than variables are correlated:, and the bivariate observationi used

in the calculation of r are, not, in general, independent since each

pefson 'has a score in each. bivariate observation.' Another example,.

arises-in correlating the observations of two judges who have rated

the same person or group on a number of dimensions. An investigator

attempting to judgethe magnitude:of a correlation coefficient in

such situations might be unmilliig to refe r r tuisher's distributions

for they are based on a different model.

,Purpose

Consider the.n x 2 data matrix My j in Which the rows are

indexed by n, and the columns are subecripted by j1,2. If

. t he rows are randomly.drawn.observation vegtotg from a bivariate

normal distribution, then the distribution of the sample product

.

moment correlation coefficient between the columns of Y, r12, is

know. Fisher (1914) obtained the distribdtions for both the cif()
1

and o
12

00 cases. Morrison (1962) and MacGregor (1962) studied the

distribution of -
12

when the rows of Y are not independent. Both

I
authors made restrictive assumptions about the pattern of correlation

4
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- coefficients among obserVitions, or values of ois.ier. The.

objective Ofthe presentstudy was twofold: 1) to- contract a

2

.

computer program which could generate sample values of r12 based
. a , ,

on observations frdh populations in vhich.the population correlation
4

*
.

- 5
5

structure describing a n x.2 patrix Y could be epeCVied by the user;

r. and 2) to obtain empirical didtributions of r
12

so that the.robustnesc
"c ,

, 0-of the techniqUes used to judge thenagnitude-of r12 could beobserWed.

.

/ Since the number of parameters which must be specified ii: thig type ,..2.' .

. .

v.
. f ..of inVestigation is large (in the n -10 case, for example, 190 pars- . .

, ., ,

meters must be specified), Monte Carlo methods and limite0 computing
- ,a

r time prohibit the complete specification of a family.of distributions. %

.

The purpose, therefore, was to'determine%it.errqf rates could be.
ft ,,

I .6I .

affected by dependencies amonetbacctita andto investigate variables

which might relate to any existing lack of robuitnesi . , 0
.

..
i

..
(

,

For convenience, this investigatioti is discussed using terminol- .
8

.
. - ; . i

ogy associated with hypothesis testai, such as p4-level and error rare.
,:.

y I
.%

e

Howeir ir, there is a directOplication of thefihdingsto areain'
JA

which hypothesis testing in the usual 'seise is not of,interest. For

a

, j

example, in etudiei Where.Q-correlaticMs ate based on two randOmly

'drawn observati 7 vectors, the inveatigatot,knows that E,(F12)0i

therefore, ha isaot interested in testing 110:Ple°: He still,
.

. .

however, may be interested in determining how extreme .an obtained

correlation. is in the sampling distribution of r12.

. ti

k
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Methods

Ttie present Minate Carlo investigation used a FOisttan prOkr.ai V
,

.

written for the University of Minnesota's CDC 660. The N
I . °

.

program provides.distributiOns of/r Studeit'slt, and Fisher's z,
.

**, s.

computes the firit four mementst.gives plots, tad tallies the extr

'values of each distribution. Restrictions in-the present .program

are n<20 hnd i given popuyotion correlation matrWiust be posi

r

.

- A

definite. - 4
.

The-program user initializes thecvaluts of the'2n x.2n matrix

Rmrp A, the underlyingipopulation correlation matrix for the

elements of Y. Thb n x n submatrices of R, and R22; specify
==

the population correlatiois for -tbe elements within the first .and.,

second columns of'Y,' 'respectively..
)112.and R21-specify the

.
population values forjrelationshicoi between elements in the two.

polsOins. The program simulates) the situation in which n-(dimehsional
----0- .

.
victors from a Multivariate normal population are selected.and then

, .

correlated.

f This investigation builds on a result obtainedbyMZrriZon (1962),
. I

which. using the present notation can be written as

4

* Pil i2-Pilti 2.
P
12

.$ I

1/Z
[(1-p )(1-P ))11,i'l 12,02

In this expression, p,, is a non - centrality Parameter for Fisher's
11, ,

4istribution of r12, 1.01.', and )1-values in the 4ulotion are

constants as i or is.vary from 1 to n. In other, words-, the disfributton

4

.
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of r
1
2 basedon correlated observations is known if theoff-diagonal,

elements of
R11, R22,

a nd.R12 are equal to constants (possibly the same

constant) and the diagonal terms of It12 equals' conssant.

In Boise psychological applications' the assumption of.constant

correlation required in Morrison's equation would be overly restrictive.

r

Therefore, the strategy was to vary the off-diagonals in the su bmatrices

of R and to observe the effect on error rates.

Data and PrOgram Verification '

The computer prdgram uses a random number generator to create
. .

2n-dimensional vectors of independent standard'nordal deviates. The

elements in these vectors are then randomly permuted to insure

adequate coverage of 2n-diMensional space. Each,y,ectoris transformed

by a triangular factorizatIon.ot the matrix R to obtain a vector

z-N(,R) (Scheuer & Stoller 1962) and then partitioned into two

n -dimensional vectoili, i.e. the two columns ofy.

1

For all of the distributions of r
12

generated:a) R was initialized

by specifying lhe values of R11,
.R22' R12 (see

for example Table 5)f.`

b) P 1..o for all i;' and c) n10. A separate initializing program .il,i2 12

,was written which.accepts specifications ffir initializing R and then,

, .

'if necessary, employs an iterative numerica7 procedure which reduces

the level ordispersion of the lo-rrelatione to obtain a positive.
I,

definite matrix.
r

The program was tested using no.10 and .generating 'correlatickns,
Le ' )

which produced known distributions of r12. In the most stringent

i ,

test, R was initialized so that Morrison's equation (1) would prdvide
I .

-
.c.

.!

.

the exact non - centrality parameter
'' .12'

(i.e. R11, R22. R12 cenformed

... . .-.'-`

,,
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to Morrison's requirements,and thd distribution of r
12

was known).

Using Soper,

The values of

i#1.1,:and the

lwere oilyi2=.513
'

o
Pil,i

iien-ceetrality parameter, p12, Was.4.

'Young, Cave; Lee, and Pearson's (1916) tables with non-centrality
4.

paraieter: P12 .4 and n=10, the theoretical moments of the distribution
.

. of r12 were compared to the obtained empirical moments (see Table 1).

Results

-

#-

n ..-

Tfie'studY was divided into two ftegtants. In the first segment
.

(Case f), Rii =R22 and R12= R21=2, and'in the seconO\OCasd R
R11 -22

and
1 '!219g2'

Each, experiment'reported.wms based on 10,006 realiia-
..

.

,
Is

tions of r
12' *

, .

Case I 2 V: -
Since Morrison's results showed that the distributions of ft

12

remained unchanged for the, case assuming constant off-diagonal elements

$

in R 'nd R and R =R =0, the first question investigated was.
_

11 - -22 12 21

whether or not heterdgeneity in the off - diagonal elements in RI, and
.

.

R
22

could cause the actual alpha levelto be substantially different

. t

from the nominal value. The correlations presented in Table 2 were

-
used in both R

11
and R

22
in a Meats Carlo run designed to answer

this suestion. Table -3 presents empirical and th eoretical moments

and gives the empirical alpha level obtained when the,criticalmalue

was t.05/2 with eight degreelof freedom. It is apparent from t he /

/
moments thdt while the distribution based d&correiated observe-

tions remains centereI at zero and unakewed,:it is more Variable

.
and pletykurtic, a g the obtained a to be more than twice as arge

as the nominal level.

5



.

r

.1

TABLE 1

6

.PROGRAM up. COMPARISON OF THEOETICAL AND OBTAINED

MOMENTS AND ERROR RATES FOR TEE CASE

i *
P12'mp12-.4

ERROR RATE
..,

MEAN. VARIANCE (1'

A

0 '
1 .

0
2 -

'OBTAINED .0500
e

.3795
A

..0853
.
.

,

.4337 3 .1307

TREORET/CAL
.

,...-..

.0500 .3813 '.0851 .6374 3,1669
I

r,

I.

s

4

4

4

1



. t

,.,

. 7.1..i. -2
- a. .

CASE 1.: CORRELATIONS USEDNUL/1 WHICH -R
2
-HAD EICHESTHETEROGENEITY

.

' TABLE 2

0

7

do

'La

1.000 f .725
.

.725
.

.7 .725
I

.725 .7t5 -.275 -.275

' 4 1.600 .725 ..725' .725 . .725 .275 :275 .21

1.000 .725 .725 - .725 .275 .275

-

.275

,

c .

d
- .

.

t

. Asooq .725 . .725 .2i5
.....

. .

.275. .275

, - :725 .725 .275 ;275 475

.

i
1.000 .725 .225 ../75 .275

o
4

.

1.000

.-

.27,5 .275 .275

: . 1.006 .275 '.275

1

1.000 .275
i'

i

,

..1 : .

. .
.

0 1.000

4

p
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TABLE 3

CASE 1. COMPARISON OF MOMENTS AND ERROR
SAMPLING DISTRIBUTION AND THE

't 6DISTRIBUTION OBTAINED.WH
IN

R
11 22

er

4

-

RATES TOR THE P12 a THEORETICAL
170TRICAL SAMPLING
RAD HIGHEST HETEROGENEITY.

. ,

ERROR RATE MEAN
, .

VARIANCE

' .

6
1 B.

OBTAINED
4,-

. .1130' '-...,002D
a._

.1576, .0002 2-.2246

.
THEORETICAL

.
.-

.05D0 :0000 .1111 .0000 -2.4545

r,

a

1

r.
51

45
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.

The heterogeneity of. the .correlations in Taiiie.2 ipprerachesA C '

T
. . .%

. ., . .

, maximum given the constraint .ttrioned. in the dpta .section above.
.

constraint
.

.
,,:

.R31141122, were hand set wit highly he .-;.dr.geneous -values and iterated, ,.
, . At

, ,,

1-: . .. _r .

..by, the ,_initializing program_ until _z:ne_ppsitive Ateriniteness_criterien

.,. .. . . - 4.4

4, was met.' 'Because it, was believed that these exttestly vari
,

giet ..
_ . ....,. .

: correlations' were unrealistic or. many Ors, of psycholngica data, -,
.

.

. . Le, . - .

it Was decided-to_investigate matrices with lees ,variance among -',
c . ,

r. . . , 2 ..

,the o I. es. Two levels of variance imp thesen, 0.9.'404 ancl,:-.
i 1.4,1 s ..- J.,

. .
is 2 .,

oti..016, where a
2 .

is based on the.,off-diagonals of )1.1.R'22., -Mean
: Be i. . . .
le.vels of correlation were Studied within_ each level of 'variance. . cr.'

4

\, , .1. I . . f. 1.

to determine if giveh a particularlevet'of heterogeneity among)
.

,
i, .\.11? , ,-

i the correlations? the average level of correlation. would .have a

I ,
effect; (ie.285 and µg .4569) Table, 4. presiettte the obtained mcimehtit -.1ii.

f
for these four runs anethe"actual a levels obtained when a critical.. I. i

. . -
, .- .

value of t
45/2 with eight' degrees of freedom was used.-

_., .

It` is cl. eir from these resulte that var iance plays 'the pre-

IN
,

..
dominant role 1;1-affecting the error rates and that oncea degree

a' of:heterogeneity is-established, the mean level of correlation also
I

has somr\
.

effect. Table 5 contains the correlations used `to initialize. ,
1

R11 -22 for low 'mean and low variance so that the :reader might contras{, 't
the coorrelation matrices used for the higheat and the lowest obtained

. \p error rates in Case I.

- 11.
1.-

As with Case I, the computer_ runs in Case II were designed to'

deviate fromMorrison's findings in that the correlationcoefficients
,

in R.
11 .1.-22 end the off-diagonals of R.

2
It
21

were- - -.
o

not equaltor-
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I

TABLE S
-. . .

_CASE 1. CORRELATIONS- IN 1,22 FOR RUN WHICH.

YIEZIIS THE LOWEST ERROR RATE II. CASE 1.- 1,

,

1.000 .371 .371
6

.371:
e

.371 .255 :255 .255
t 46,.

255 i .255

2.006 .3,1 .371 .37.1 .255
1:

.455 ' :255
k

.255 .255 .

. . A
.

1.000 .372 .371 .11 ,.313 i..313 .255 .255
4.

1.000 .371 .313 . .313 1 .313
;

:313 .313,\

.

1.600
.

,.313 .313
.

1 .313
1

:313 ..313

' -1.06 ..197 i .197 .197 .197.

. 1.000 .197 .197 .197

1.000 .197 7

'1.000 .197

.

.

I

I

1

:1:000 I
I

to

c

I

_
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constants.-
,

Gi4en Mbrrison is findings And the results from Case I,

. .

two hypotheses were employed in designing computer run. forCase II:
4

1) if an analog to Morrpon'snonncentrality parameter, say P12'

is computed hy'repLs ing theconstants whichhe specifies with the

-diapnalaverage! of the o eltmenti, in
. -

41,122 and '-1.2.121' than

the discrepancy between pj2 and the diago of
R12mR21' say.

. iA
:51.1912 Pil,i2HP12 17121'

should relate. to variabilityamong.the

error rateaL(Thia hypothesis was motivated by inspection of .
! 4

AIL

)Mkpison's equation.which shows thal6 when 111202 the actual location
. ,

... .

. .

of the distribution is changed, when dependencies s-acrosa biyariate, 1

. I
*

observations exist.); and 2) gOn a valie'6, variatility.of.the
.

fl

t
- , ..

.
correlat ons Around the average values substituted into- Morrisoq's.

..,

equation should also ,xplain 'variability aniapag_ttie error rates.
f , .

fhe conditions studied were 6
1
.006

' 62
.035, 6

3

.158'and
- . .

6
4
=.262. Nested within each level

\

of 6 were two levels of variance,
J r

2 )

o
2

and o
2
i Matrices for the o

L
case were created by holding:the.:.

H L
.,

- .

.
.

mean levelslof the off iagonals of R..R.L. and IL.
J.J. c LeR21' constant,

-

so that ol
12

would be naffected and then halving the standard

deviatibn of these off - diagonals (see Table 6)., .

. .
r . .

The error rates obtAined from these eight runs veried'frai ' .
.

1 .", ' _ I.

. .01Vto'.2011. .They were by computing the propoption tit
I 1

`correlat5tone which exceeded a critical value based on Fisger'i
. e

x-transforiation,and therefore simulate the situation in which m

researcher caste theqgnificance of an obtained correiabdoi at
, ,

.

.
. .7 .

,

a =miner a.D.5 using Fisher's
.
model (i.e. where IL vit

22
2 and

8. -11. -,

4J

,I
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CASE 2. p,

s.

.V

TABLE 6

ft

MEANS, AND VARIANCES'FOR THEIMATRICES OF CASE 2..

. 13 .

4

.

61 .006
1

.035 :158
,

164+'.262262

t

)iEAN

R
17,

.5693 :2843
.

.
.2854.

.
.

05694," .

R
12

.4528 .1678 .2242 .5112 ,

2
c

L ,

R11
.

.

.0b39 .

.
.0039' .0010

.
.0016

R
12

.0039 ...0039'

.

'.0010 1 .0010

2 x11 .0157, .0157
.

.0039. .0039'

H

.

R
12

.0156 0156
a

..

.0019j
r.

.0039

P ".12 p
tl,i2
1

.800i' .500 .400 .. v.700

) at.
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12
eft-

zl
is diagonal,With nonzero elements equal to.0

12
). Critical

. _

..-valuei for the statistic Vere based.onmments given by Kendall`

and Stuart (1963) rather than the approximations typically found

in'appliefl statistics texts. The'oresiilts in Table 7
,
clearly show

1
.

.

)

.

,

. that a zlhiaicher. lay be working at an a level much higher than

4- 1

the announced value. T1409111trepancy, dele
2
-p

1,2
I

'
'accounts for

1
. \

,%,most of the diakhrepancy among the error rates. Variance.has' little

. effect relative to this discrepancy.- In'fact,.if 012 had been

used in obtaining cutoff points gather than p12, the rejection
14

rates forlthe.four%Case /1 matrices,. producing the highest erzoi-

rates, .201, :198,..084,:and .083", would have been .057, ,053, .055,.

and .052 respectively.

COhclusions

r

en, a researcher has correlation coefficients axed on dita ;

,
I

ffi'which a"degree of correlation exists not only between the columns
v.

1
. .

'.of the data matrix but°also among tb4irows'ana he wiehel to judgeL .

the magnitude' of such correlations, he should not assume that

.
va3ues based an the t-distribution (if the hypothesis is"12m6

Or on Fisher's z-transformetion (4 the hypothesis is o "some,.

.

) 12

constant) will give him a testof size a; There are situations

in which-the error rate can be four times that of the nominal o

and, of Fourse, there may be situations other than those' investigated
.

in which'the'situetion is actually worse.

Whit has been learnei,is that'variab'ility among the corre-
%. No

lations in the off-diagonals bf 311'1(22 , given
.

.
$12.421m(4 can

affect t "error.rates'an2, given that variability exists, the
1. It

*

Aar
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TABLE 7
,

,

CASE 2.. litiOR RATES AND MOMENTS FOR THE IWIRICAL
, SAMPLING DISTRIBUTIONS

r12'
/ .

a

a

-1.5

I.

, .

1

ERROR
.RATES

.

.
if. .

.

i

MEAN ', VARtANCE
i

01 e
0
2 .

.. 1

. 2
a
L

-

.0527 .

'.-

.7851

,

-'.0210
.

3.1988
\

.-

' 8.3180

0 .0619

I ,

.7789 .0237 3.0181 7.4546 .

4.

di

.

2

.

aL .0540 .4421 .0777 .6267 ', 3.5143

2
0

R
.0600 .4365

i

116 .0812 .A914
.

4
30506/

.

61

. '2
0
L

.

.0833 .2280
f

.

...1037 .1570.
.

i.6611
at P

2,

a
li

.000 .2222 ..1032 .1360

-

2.6650 y

k

2

al

,
.1977

.

,,
.4193 .0802 .5168 '3.2785

-

2
o
H

..

Y

.2011 .4174

_

.0834 .1105 3.2746

,

3

1

a
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.

level of Cerrelatiomalso playa a sm.51 role:' In thi.non-null cage,

. .

R121421/1.0,:it was found that heterogeneoui correlations in the off-
1 4 ''' 4

diagonals of R.iflt22 and It12. R21 affect error, rates. However,

.

.

there is utility 'In usiacutoff points based on.
p12

rather than '

' -R12'
,Thase'cutoff pants resulted in error rates'close to Q.

. ,

') .

Of course, the resitlds of this study should only be applied to

nvsituations in which reiearchehave'correlations similar to those .9
.,,,

.

. V
i9vestigated here.\It is therefore iPacommindedthitv researchers.

. . - I.,
'

... .

use the Monte Carl method to stedy thereffect of the correlation
,t

.

epatterne which underlie'the date they tend to investigate.' A copy
. 4t ?

of the proglams used it the present ipvestigatiCsilmay besobtained

II
froll tbeamtors. ( P

.

.
) "a4-4,1,

, ,

c

1

ea 4 .

t
b

.

O

4

4

4
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